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# תצהיר

תהליך החלטה מרקובי (Markov Decision Process-MDP) הוא מודל לייצוג בעיות הכוללות: מספר *מצבים* בעלי שווי (ערך) ו- *פעולות* המאפשרות מעבר בין המצבים. הייחוד בMDP הוא שטבלת המעברים בין מצבים על ידי פעולות היא סטוכסטית, כלומר, לכל שני מצבים (לאו דווקא שונים) ופעולה, קיימת הסתברות נתונה כלשהי, קבועה ולא תלויה בעבר, למעבר ביניהם. לכן, יתכן שעבור מצב ופעולה יהיה ניתן לעבור למספר מצבים שונים. *אסטרטגיה פעולה* הינה מיפוי בין מצב לפעולה, כלומר איזו פעולה יש לבצע בהינתן המצב הנוכחי. *אסטרטגיית פעולה אופטימלית*הינה האסטרטגיה שממקסמת את תוחלת הרווח במעבר בין המצבים כאשר הרווח הוא סכום שווי המצבים בהם עברנו.

לבעיית מציאת אסטרטגיית הפעולה האופטימלית קיים פתרון סגור בצורת אלגוריתם איטרטיבי המשתמש בתכנות דינאמי. בחלקו הראשון של הפרויקט הגדרנו ומימשנו בשפת JAVA ספריות וממשקים המהווים כלי גנרי למציאת אסטרטגיית פעולה אופטימלית לבעיית MDP ("מחשבון MDP").
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